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Για την ιστορία

Turing Machine

It allows us to organize a complex logical process, as a 

decision-making machine that, for each state, makes a decision 

taking into account a given knowledge (algorithm), and moves 

to a new state, etc., eventually leading to a solution.

The machine stores the decisions it can take in each state 

(depending on the input) in a memory, reads the inputs and 

writes to the output, while simultaneously encoding the entire 

process with a graph (finite state machine).

Turing, A. M. (1936). On computable numbers, with an application 
to the Entscheidungsproblem. J. of Math, 58(345-363), 5.

input

state

transition



The community for schools in Europe

Για την ιστορία

Artificial Neural Networks

Inspired by biological neural networks.

A neuron receives signals (input) and, depending on the 

weighted sum of the signals and a threshold, is either 

activated or not. A network consists of many neurons that 

are connected to each other in layers (the output of some 

neurons is input to others).

The network is trained with multiple inputs iteratively so that 

at some point, each input produces the expected output.

Rosenblatt, F. (1958). The perceptron: a probabilistic model for information 
storage and organization in the brain. Psychological review, 65(6), 386.

Network Memory

Training = Adjusting weights and thresholds.
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Για την ιστορία

Deep (complex) neural networks

Many more layers of neurons.

More complex connections (between non-sequential layers).

Different types of neurons (i.e. processing functions of inputs 

to generate an output).

Recurrent Neural Networks

Each output is affected not only by the 
last input but also by previous inputs 
(memory)
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A little bit of history

Neural Turing Machine 

In each iteration, the machine receives inputs from the 

environment and produces some output. At the same time, 

it reads and writes data to a memory matrix using parallel 

attention heads. 

The memory is no longer a tape with 0s and 1s, but rather 

with long vectors of numbers (embeddings).

The size of the embeddings is the number of inputs of the 

Neural Network.

Graves, A., Wayne, G., & Danihelka, I. (2014). Neural turing 
machines. arXiv preprint arXiv:1410.5401.

It combines the sequence of actions 
with neural networks
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Neural networks for sequences

Long short term memory Networks

word embedding
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It's not just the previous word that determines the next one, but many words before and after the word, each with a 
different weight.

This is something we can learn (by training neural networks) if we see many texts.

The concept of attention

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, 
J., Jones, L., Gomez, A. N., ... & Polosukhin, I. 
(2017). Attention is all you need. Advances in 
neural information processing systems, 30.
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● 300 billion words were used in total to train the GPT-3 model to predict the next word in 

a sequence. 

● The model has 175 billion parameters (BERT with 24 layers (transformer blocks) and 16 

attention heads has 340 million parameters). 

● The model can be adapted to the following tasks:
○ Classification (e.g. sentiment analysis, predicting if a text bears a positive or negative opinion)

○ Entailment: Given a premise and a hypothesis, predict whether the hypothesis can be inferred from the 

premise

○ Similarity: Predict whether two text segments have the same meaning

○ Multiple choice: Predicting the correct answer among multiple options

Generative Pre-Training (GPT)
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More and more parameters
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Turing benchmark in language models

● Articles from newspapers and articles generated by language models were presented to i) human 

judges and ii) machine learning models. Both were trained to make the distinction.

● Human judges were engaged through Mechanical Turk.

● Five detectors were used.

● 19 language models were evaluated.

● Two tasks: a) a single article to be evaluated as generated or genuine, b) a pair of articles (one 

genuine and one generated) to identify the generated one.

Uchendu, A., Ma, Z., Le, T., Zhang, R., & Lee, D. (2021). 
TURINGBENCH: A benchmark environment for Turing test in the 
age of neural text generation. arXiv preprint arXiv:2109.13296.
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Το αποτέλεσμα

almost random

Difficult task 
both for humans 
and machines
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Chatbots

- Automated interaction systems offered via telephone or websites 

- They utilize algorithms and machine learning to read customer requests and propose 

responses

- Typically, they identify the "intent" of the question and certain "named entities" or 

"keywords," and choose the appropriate response template based on these. 

- In the response template, they connect elements for the named entities or keywords.

- Advantages
- 24/7 support

- Quick response time

- Saving time and cost
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Chat Generative Pre-trained Transformer (Chat-GPT)

It is based on OpenAI's GPT-3 and has been specifically trained for interactive tasks using 

supervised and reinforcement learning.

Supervised learning: For each input, we have an expected output and we adjust the weights in 

the network accordingly.

Reinforcement learning: For each input, an action is selected (depending on the output), and the 

model is given a reward (positive or negative) which adjusts the weights in the network 

accordingly.
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Chat GPT
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Tasks it can perform

- It's not just a chatbot.

- It can:
- write code

- compose music

- write scripts

- write fairy tales

- write reports

- answer questions

- write poems and lyrics

- It has been trained to avoid wrong questions and not give incorrect answers. 

- It also remembers the conversation history.

https://chat.openai.com/chat
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Restrictions

- It works better in English than in 

less represented languages

- It has limitations on the size of 

text it can produce

- What it produces is not always 

true
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Examples of use

It generates content, but with limited performance in all languages
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https://abc.rectanglered.com/

Can write poems and music
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Role playing games
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Useful summaries
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Adapts the output to different audiences
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The results are not always 
good
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The results are not always true
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Check and avoid
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How can we check if the text has been generated by a machine?

https://openai-openai-detector.hf.space/ https://gptzero.me/
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However...
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Creative uses of generative LMs for 
education
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Create study material…
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…in different formats
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Make students part of the process

Ζητήστε τους να κάνουν debate με  το chatGPT Ζητήστε τους να σχεδιάσουν ένα παιχνίδι
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Ask them to correct their texts using ChatGPT
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Ask them to create using the answers of chatGPT
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Ask them to create a presentation 
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Other generative models that you can 
use
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- Generates images from text prompts

- Extends images

DALL-E 2 https://openai.com/dall-e-2/
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Automatic content generation for a series of standardized communication cases

- Main features
- Production of personalized content for various basic templates: blog post, 

speech for a business idea, cover letter, word generator, etc.

- Parameterization with few keywords

- Different tones and styles

- Multiple alternatives in each case

- Multiple languages

- Benefits of using Rytr
- Faster response times in standardized communication

- Increased efficiency and cost savings through automation of routine inquiries

- Improved customer engagement through personalized experiences

- Use cases
- Customer support

- Sales and marketing campaigns

- Customer engagement through e-commerce

Rytr https://rytr.me/
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- Creates music trying to imitate famous bands and artists. 

- The result is currently quite "messy"

Dadabots - HarmonAI - MuseNet

https://dadabots.com/

https://www.harmonai.org/

https://openai.com/blog/musenet/
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CodeX

- The Codex model series is based on the GPT-3 model and has been trained on both natural 

language and billions of lines of code. 

- It generates code in Python but also in JavaScript, Go, Perl, PHP, Ruby, Swift, TypeScript, 

SQL, and even Shell. 

- It is still in beta version.

https://platform.openai.com/docs/guides/code/introduction
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Conclusion

- Language generation models have advantages (improved language proficiency) and 

limitations (lack of personalized comments and potential biases).

- ChatGPT is an example of a content creation tool using natural language processing that 

can be used in education. 

- Although such tools are not perfect at the moment, they can be valuable resources for 

educators and students if used in combination with human judgment.

- Further exploration and discussion are needed regarding the use of NLP tools for speech 

and content production in education, as they have the potential to create new ways of 

education and stimulate students' interest.
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Thank you

varlamis@hua.gr


